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Abstract

For years, the debate has been: ‘Is the hippocampus the cognitive map?’ or ‘Is the hippocampus the core of memory?’ These
two hypotheses derived their original power from two key experiments—the cognitive map theory from the remarkable spatial
correlates seen in recordings of hippocampal pyramidal cells and the memory theory from the profound amnesias seen in the
patient H.M. Both of these key experiments have been reinterpreted over the years: hippocampal cells are correlated with much
more than place and H.M. is missing much more than just his hippocampus. However, both theories are still debated today. The
hippocampus clearly plays a role in both navigation and memory processing. The question that must be addressed is rather: ‘What
is the role played by the hippocampus in the navigation and memory systems?’ By looking at the navigation system as a whole,
one can identify the major role played by the hippocampus as correcting for accumulation errors that occur within idiothetic
navigation systems. This is most clearly experimentally evident as reorientation when an animal is lost. Carrying this over to a
more general process, this becomes a role of recalling a context, bridging a contextual gap, or, in other words, it becomes a form
of recognition memory. I will review recent experimental data which seems to support this theory over the more general spatial
or memory theories traditionally applied to hippocampus. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Hippocampal pyramidal cells show strong correla-
tions to the location of the animal in space [149,173].
These correlations (termed the place field of the cell)
show many important properties, including appearing
immediately upon entry into a novel area [79,241],
following synchronous rotations of external cues
[38,129,148], and continuing to show place fields in the
absence of landmarks [129,152] and in the dark
[100,166]. See [173] for review. These disparate proper-
ties can be explained by postulating a role of the
hippocampus in associating external cues with an inter-
nal coordinate system (the cogniti�e map, [150])
[86,108,173,177,196,225]. Place fields also rearrange in
response to non-spatial stimuli under certain conditions
(see below), as well as in the face of cue-conflict,
whether that be between external cues [150,199,250], or

between external cues and internal idiothetic1 coordi-
nate systems [89,202]. It is the contention of this paper
that the sensitivity to non-spatial stimuli, as well as to
cue-conflict, can also be explained by postulating a role
of the hippocampus in associating external cues with
internal representations, not of location on a cognitive-
map, but rather of different maps. More generally, the
hippocampus can be seen as associating external cues
with an internal representation of context.

Looking at behavior, not all spatial tasks require an
intact hippocampus (see [173] for review). This can be
explained by postulating multiple navigation systems
[88,105,150,159,173], some of which require the
hippocampus, some of which do not. Those that do
include navigation tasks that require the recall of a
context, or a context-switch [173]. Subtle task differ-
ences (such as the stability of certain cues or cue-combi-
nations) can change whether a task requires a
hippocampus or not. The hypothesis that the
hippocampus is critical for allowing the bridging of
contextual gaps leads directly into a role of the
hippocampus in memory.

E-mail address: redish@ahc.umn.edu (A.D. Redish).
1 Ideothetic cues are those that provide information about self-mo-

tion, such as vestibular and optic flow cues [122].
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The hippocampus has also been implicated in certain
memory tasks (see below), in particular the delayed-
non-match-to-sample task (see below). As with naviga-
tion tasks, there are multiple memory systems
[78,120,121,140,158,159,213]. It is the contention of this
paper that the hippocampal involvement in memory
tasks corresponds to the non-spatial correlates of the
hippocampal pyramidal cells. In other words, those
requiring a recall or reinstantiation of context.

I will first review the evidence for non-spatial corre-
lates of hippocampal pyramidal cells, and then, I will
argue for an important difference between spatial and
non-spatial correlates. It is the contention of this paper
that those differences are critical to the understanding
of hippocampal function. Then I will review the role of
the hippocampus in certain spatial navigation tasks,
discussing some issues relating to hippocampal function
within the navigation system. The conclusion will be
that the primary role of the hippocampus lies in contex-
tual-recall (termed reinstantiation of a context in [173]).
This will lead directly into the discussion of memory
and the role of the hippocampus in memory tasks,
notably that of bridging contextual-gaps. Finally, I will
lay out some open questions left by these hypotheses.

2. Space

2.1. Non-spatial place cells

Place cells were first reported by O’Keefe and
Dostrovsky in 1971 [149]. Although O’Keefe and Nadel
used a variety of experimental data to support their
cognitive map hypothesis [150], it was unquestionably
the existence of place cells that made their theory so
influential. Those of us who have come into the field
long after the acceptance of place cells can only imagine
the surprise and disbelief that accompanied their initial
discovery [14,142]. Although no one denies that under
certain conditions, hippocampal pyramidal cells show
spatial tuning curves (place fields), even today there are
authors who argue that, dramatic though they may be,
place fields are epiphenomena, a consequence of the
spatial nature of experimental design [46,71,142,246].

By this point, it is pretty much accepted that under
certain conditions, hippocampal pyramidal cells show
correlations to non-spatial aspects [48,69,71,101,109,
157,238,239,246,247,250] (see [33,173] for reviews, but
see [147] for an alternative viewpoint). These non-spa-
tial aspects include when animals change task within an
environment [101], in response to components of a task
in which goals change [48,69,157,247], even after salient
events [202]. In addition, hippocampal cells show place
field changes with changes in environments or the avail-
able constellation of cues [17,90,93,129,148,181,
219,223,250]. Animals with learning deficits (whether by

aging, NMDA-blockade, or cortical lesions) also show
an instability of place fields across sessions, though not
within the session itself [8,11,87,127,189,190,220,221].

These experiments show conclusively that hippocam-
pal cells are correlated to other aspects than merely the
location of the animal. At the very least, the definition
of place cell has to include the location of the animal
within an environment, but place fields are also modu-
lated by aspects of a task occurring within a single
environment. Place fields are goal and task dependent.
Must we then abandon the original cognitive map
hypothesis made by O’Keefe and Nadel [150]?

2.2. The multiple-map hypothesis

The original hypothesis made by O’Keefe and Nadel
in 1978 was that there was a cognitive map somewhere
in the brain [150]. They made a distinction between
navigation by routes and maps, in which routes were
built to reach a specific goal, but maps were indepen-
dent of goal, task, or behavior. The map was purely a
function of the animal’s representation of the environ-
ment [150]. The hippocampus was hypothesized to rep-
resent the position within an environment and goals,
tasks, etc. were associated with it extrahippocampally.
The change in place cells to these non-spatial aspects
would seem to belie this hypothesis. As pointed out by
Nadel [142], this does not doom the fundamental hy-
pothesis that rodent navigation abilities require the
presence of a cognitive map representation somewhere
in the brain [150,224], or that the hippocampus is
critical to its formation and use. Interestingly, ex-
trahippocampal cells that show spatial tuning seem to
be less sensitive to environment or other factors than
hippocampal cells [123,167,201,203], suggesting that
they may form part of this extra-hippocampal map.

Is the cognitive map as hypothesized by Tolman [224]
and O’Keefe and Nadel [150] really just a single intrin-
sic coordinate system represented in the hippocampus?
I would argue that it is much more than this. Rather, I
would argue that the reason O’Keefe and Nadel’s book
had such an influence on the field of hippocampal study
was because it was about so much more than the
hippocampus. For example, O’Keefe and Nadel made
an explicit distinction between routes and guidances
(which they together described as a taxon navigation
system) and the cogniti�e map (which they described as
a locale navigation system) [150]. They made the point
that a taxon navigation system had navigation abilities
that were different from a locale navigation system,
thus predicting (correctly) that animals with hippocam-
pal lesions would be able to perform some navigation
tasks, but not others.

O’Keefe and Nadel also argued that in order for
animals to show the abilities they do, there must be a
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mechanism for creating an allocentric2 spatial represen-
tation of the environment. So then, the question be-
comes: ‘How does the rodent navigation system
construct that allocentric representation?’ A cell sensi-
tive to a sufficient combination of egocentric cues will
show allocentric tuning [150,173,251]. However, in or-
der to accommodate all the known properties of
hippocampal ‘place’ cells, one needs to include a variety
of computational properties, including inputs from
(presumably highly-processed) sensory representations,
inputs from an intrinsic (extrahippocampal) coordinate
system (updated by vestibular, proprioceptive, and mo-
tor-system efferent-copy), and intrinsic (intrahippocam-
pal) autoassociator dynamics [173]. Taking this as a
generalized computational model of hippocampus, the
hippocampus is essentially representing the association
between external (sensory) and internal (idiothetic) cues
[108,150,173,177,225].

This hypothesis puts the allocentric coordinate-sys-
tem outside of the hippocampus, and suggests that it is
not relearned from environment to environment. While
it is unlikely to be genetically hard-wired, but rather
likely to be learned during development, it is not re-
learned time and again by the adult animal. As noted
above, cells in extra-hippocampal structures tend to be
insensitive to the environmental changes that
hippocampal cells are sensitive to [123,167,201,203].
This internal coordinate system has been termed the
path-integration system by a number of authors
[86,108,177,196,225,231].

Thus, while the hippocampus clearly does not play
the role of a single cognitive map (in the strict sense), it
may be thought of as a combination of maps (i.e. a
combination of associations [mappings?] between exter-
nal cues and an internal coordinate system). In the
mid-1990s, two groups simultaneously and indepen-
dently derived this multiple-map concept as a means of
explaining the non-spatial place cell data [108,
173,177,196,225,231]. We termed this property reference
frames [173,177,225,231], suggesting that the navigation
system switched reference frames between environ-
ments, tasks, etc.; McNaughton and colleagues termed
this property charts [108,196]. The major difference
between these theories lay in the reasons given for when
animals would change reference frame or chart. Refer-
ence frames were a property of the entire navigation
system, including a reference point represented by an
extrahippocampal dead-reckoning (path-integration)
system, a reference orientation represented by an ex-
trahippocampal head-direction system, and representa-
tions that signaled changes in context (goals, tasks,
etc.). In contrast, charts were a property of in-

trahippocampal dynamics. The two theories differed, in
particular, in the internal or external nature of the
idiothetic (dead-reckoning, path-integration) compo-
nent: McNaughton and colleagues argued for an in-
trahippocampal idiothetic component [196], while we
argued that it must be extrahippocampal [177]. Recent
data has unequivocally supported the extrahippocam-
pal hypothesis [5,98]. Alyan and McNaughton [5] tested
rats in a food-retrieval task and showed that both
normal animals and animals with obliterated
hippocampi (lesioned with ibotenic acid) could return
accurately in darkness. They also tested rats in a task in
which animals had to dig through sand to return to
their home position and found that both normal ani-
mals and animals with lesioned hippocampi could re-
turn home accurately. Maaswinkel et al. [98] also tested
rats in a food-retrieval task, controlling for surface
odor cues by rotating the environment while the rat
waited at a central platform. They found that animals
with lesioned hippocampi (again, by ibotenic acid) were
significantly impaired relative to normals. However,
their lesioned animals were still finding their way home
better than would be expected by chance, implying an
intact path-integration system3.

The essence of the multiple-map (reference frame,
chart) hypothesis is that the non-spatial correlates re-
viewed above are a consequence of changes in the
internal cognitive map being used by the rodent naviga-
tion system. This hypothesis suggests that changes in
tasks, goals, etc. will require different maps. Imagine,
for example, that you want to visit the Vietnam Veter-
ans Memorial in Washington DC. If you are at the Air
and Space Museum, you will need a walking map. If
you are at NIH, in Bethesda, you will want a metro
(DC subway) map. If you are in Frederick, an hour’s
drive north of DC, you will need a road map.

2.3. Differences between spatial and non-spatial
correlates

As reviewed above, hippocampal cells show firing
changes correlated with both spatial and non-spatial
variables. A key question becomes whether the spatial
and non-spatial correlations are equivalent or not.
Memory theories suggest that they are equivalent
[4,33,46,246], while spatial theories suggest that non-
spatial variables are second-order effects [177,196,225],
or even deny their existence [147]. What I am proposing
here is that spatial and non-spatial correlations are

3 While Maaswinkel et al. interpret their data as supporting an
intrahippocampal hypothesis, examination of their figures shows that
animals with hippocampal lesions are clearly above chance levels,
implying that the animals are still showing path-integration abilities.
The hypothesis most consistent with their data is that the presence of
a hippocampus helps correct for path-integration errors.

2 An allocentric representation is one that is independent of the
location of the animal. Compare to an egocentric representation, in
which spatial cue locations are represented relative to the animal.
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both important, that they follow from similar processes,
but that they show very different properties.

The theory that the hippocampus associates external
cues with an internal cognitive map suggests an imme-
diate difference between spatial and non-spatial
parameters. With spatial aspects, the hippocampus as-
sociates external cues with where on the map the ani-
mal is, while with non-spatial aspects, the hippocampus
associates external cues with which map the animal is
on. This makes a prediction as to differences between
how the hippocampus treats spatial and non-spatial
cues. Spatial cues are treated continuously, while non-
spatial cues will be treated as discrete elements or
categorized.

This difference can be most easily understood by
looking at the difference between traveling the length of
a linear track. As the animal runs from one end to the
other, the population of active cells changes slowly and
continuously. Some cells show place fields at one end or
the other, but some cells also show place fields in the
middle of the track. These place fields in the middle of
the track have tails on either side, so that the firing rate
rises as the animal enters the field and then falls again
as the animal leaves the field. Thus, while it is true that
the cells with place fields active at one end of the track
are an independently drawn sample relative to the cells
with place fields at the other end of the track, the
population of active cells changes continuously from
one end to the other.

In contrast, imagine a population of cells which
categorizes the track into two components (say left and
right). Some cells would fire on the left half of the track
but not on the right and some cells would fire on the
right half but not the left. Some cells might also not
differentiate the two halves, firing equivalently between
the two. However, if the left and right halves of the
track are treated as discrete elements, then all portions
along the track would activate either the left-firing cells
or the right-firing cells.

Interestingly, spatial cues are sometimes represented
discretely: on a linear track, cells differentiate the two
directions of travel [67,101,109,174]. However, when
allowed to experience all directions without limitations
(such as when foraging within an open environment),
cells do not show any directional dependence at all
[101,128,130]. We recently explored the moment of
transition when animals turn around on linear tracks
[174]. Rats were trained to run from a box to the end of
a six foot track and to turn around, returning to the
box. Animals received a food reward at the box only if
they proceeded all the way to the end of the track. At
locations on which animals had extensive experience
(i.e. at the end of the track), there was a continuity of
representation between the two directions, but at loca-
tions on which animals had not had extensive experi-
ence (i.e. when animals turned around early), the

representation showed a discrete change between the
two directions. Since most non-spatial variables are
experienced discretely (for example, as samples in a
delayed-non-match-to-sample-task, see below), non-
spatial representations are categorized discretely.

The prediction is that continuously-experienced vari-
ables are represented continuously, while discretely-ex-
perienced variables are represented discretely. In
practice, this distinction corresponds to spatial and
non-spatial aspects: spatial aspects are experienced con-
tinuously, while non-spatial aspects are experienced
discretely. The evidence at this point is that hippocam-
pal cells clearly do show non-spatial correlations, but
that those non-spatial correlations produce changes in
place field activity. It is important to note that some
cells may show place fields that are insensitive to non-
spatial cues, even simultaneously with other cells that
do differentiate non-spatial cues [89,101,207,219]. This
has no impact on the hypothesis in question. Cells may
be more or less sensitive to associations between specific
aspects of the external cues and specific aspects of the
internal coordinate systems [86,173].

No one has as yet measured non-spatial cues along a
continuous dimension. All non-spatial hippocampal
correlates have been measured along categorized di-
mensions: specific odors [48,246], whether a cue is black
or white [17], whether the goal is to the left or right of
a T-maze [54,247], whether a lever is to the left or to the
right [71], whether two sequential cues match or not
[69,157,193–195], which behavior is to be elicited [101],
etc. In contrast, studies of spatial dimensions have
shown conclusively that the representation changes
continuously (e.g. [174], see [173] for review).

An interesting hypothesis put forward in [173] is that
spatial and non-spatial cues enter the hippocampus
through different pathways: the spatial through postrhi-
nal cortex into medial entorhinal cortex and the non-
spatial through perirhinal cortex into lateral entorhinal.
Recently, evidence has begun to accumulate supporting
this hypothesis. Lesions of perirhinal cortex do not
disrupt place cell firing within an experimental session,
but do disrupt stability across experimental sessions
[127]. Cells in perirhinal cortex do not show robust
spatial correlates, particularly when compared with me-
dial entorhinal cortex [23]. To my knowledge, no one
has as yet determined whether postrhinal cells show
place fields or not.

2.4. Multiple na�igation systems

There is a lot more to the brain than the hippocam-
pus. Without the rest of the brain, the hippocampus
does not function normally. Hippocampal slices cer-
tainly don’t show place fields. While, obviously, no one
expects behavioral correlates from hippocampal slices,
many interpretations of hippocampal lesions ignore the
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implication of these other non-hippocampal navigation
components.

For example, let us take the standard ‘place naviga-
tion’ task of the hidden-platform water maze [125]. The
water maze consists of a large pool of water mixed with
milk, chalk, or paint, so as to make the water opaque.
Somewhere in the pool, there is a platform on which
the rodent can stand and be out of the water. In the
hidden-platform version, the platform is submerged just
below the surface and is presumably invisible to the
swimming rodent. In the visible-platform version, the
platform sticks out above the surface.

Almost as soon as the water maze was first intro-
duced, it was found that animals with hippocampal
lesions could not find a hidden platform but could find
a visible platform [126]. Animals with any number of
deficits that impair hippocampus also had trouble with
the hidden platform, but not with the visible-platform
versions (see [173] for review). This was quickly taken
as proof of O’Keefe and Nadel’s cogniti�e map hypoth-
esis [126]. But, since those initial studies, it has been
shown that animals with a variety of hippocampal
impairments could, in fact learn the hidden-platform
water maze if they were given appropriate training
[41,49,232–235]

The issue, of course, is that the water maze is not
solved by a hippocampus in isolation, it is solved by a
navigational system involving many structures beyond
the hippocampus. These non-hippocampal structures
may be able to solve the water maze under specific
training paradigms. In particular, as predicted by
O’Keefe and Nadel [150], non-hippocampal navigation
systems require immediate sensory cues off of which
they can trigger the response (for example, hippocam-
pal animals can beacon to a visible cue [49]). When
immediate cues are not available, non-hippocampal
navigation systems can learn to trigger off more com-
plex cues if given sufficient training and if the complex
cues are sufficiently different (for example, if they are
first overtrained with a visible platform [234]).

Hippocampally-impaired animals can find the hidden
platform if they are always started from the same
location [49,235], if a cue is available toward which they
can swim [49], if a cue is available from which they can
generate a heading vector [162], or if they are over-
trained first with a visible platform [234]. One of the
best examples of a specific training paradigm that al-
lows animals to show place learning with hippocampal
lesions is training the animal with a shrinking platform
[41]. Animals with hippocampal lesions were first
trained with a large platform that filled almost the
entire maze. Once the animals could reach the platform
reliably, it was shrunk trial by trial until it was the same
size as a typical hidden platform used in the water
maze. Looking at the entire navigation system, one can
see that the taxon navigation component (a slowly-

learned association between cues-seen and direction-to-
swim) could learn this task, but would require a
different computational paradigm than a locale naviga-
tion component (a quickly-learned association between
external cues and an internal coordinate system from
which the direction-to-swim can be derived) [177]. The
proof that animals with intact and lesioned hippocampi
were using different strategies was that, on the trials in
which the platform had just been shrunk, hippocampal-
lesioned animals were faster to find the platform than
normal animals [41]. As reported by Day et al. [41],
hippocampal-lesioned animals swam straight through
the area which on the previous trial had contained part
of the platform (and on the trial in question did not),
while hippocampal-intact animals spent time searching
at the boundary where the platform had been. This can
be explained by the multiple-navigation-system hypoth-
esis by arguing that hippocampal-lesioned animals only
knew to swim in a direction, they did not know the
actual location of the platform, while, animals with
intact hippocampi recognized that the platform had
been shrunk and searched the original platform
boundary before lighting on the new, smaller platform.

2.5. The role of the hippocampus

The hypothesis then is that the role of the hippocam-
pus in navigation is to associate the internal and exter-
nal coordinate systems [108,173,177,196,225], and to
accommodate cue-conflict situations [171,173,177,225].
The hippocampus may also provide error-correction
facilities for the internal coordinate system. Dead-reck-
oning systems produce intrinsic errors which accumu-
late with distance traveled [59]. External cues that have
been previously associated with the internal coordinate
system can correct for these accumulating errors
[177,196]. Hippocampal-lesioned animals are impaired
at correcting those accumulating errors [98].

It is interesting to differentiate this cognitive map
theory in which there is an intrinsic, allocentric coordi-
nate system and external cues are associated with that
[108,173,177,196,225] from the original O’Keefe and
Nadel theory in which the allocentric coordinate system
is constructed from the egocentric representations
[22,146,150,171,200,251]. In the original theories, the
allocentric map is constructed from cells which are
sensitive to multiple egocentric cues [22,146,171,
200,251]. Cells sensitive to a sufficient number of ego-
centric cues will show place fields which are compact,
rotate when the full set of cues rotate, and are disrupted
when the relationships between the cues change
[173,200,251]. However, these theories cannot account
for place cell activity in the dark [100,166,225], nor can
they account for the sensitivity of place cells to start-
ing location of the animal [176,200]. The association
theory, in contrast, suggests that there is an inter-
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nal, intrinsic (extrahippocampal) coordinate-system
that provides additional input to the hippocampus and
that the hippocampus learns to associate the external
cues with that internal coordinate system [108,173,
177,196,225].

The multiple-map extension of this is that the
hippocampus is not just involved in aligning the inter-
nal coordinate system (dead-reckoning, path-integra-
tion system) with the external cues (the local-view), but
in resetting the entire internal contextual representation
[173]. In effect, the multiple-map hypothesis says that it
is not sufficient to know where you are within an
environment, you also have to know what environment
you are in, what you are doing there. You have to
know the complete context. The role of the hippocam-
pus is to reinstantiate the context when there is a
mismatch between the internal and external
representations.

3. Memory

3.1. H.M.

At age 27, in 1953, the patient known to neuroscience
as H.M. received surgery removing large portions of his
temporal lobes as a treatment for intractable epilepsy
[198]. When H.M. recovered from his surgery, his doc-
tors discovered a profound anterograde and retrograde
amnesia [198]. Further tests noted that only some as-
pects of memory were impaired, particularly those gen-
erally described as declarati�e (such as remembering
incidents, numbers, or lists of unrelated words
[35,116,198]); other abilities were still intact, particu-
larly those generally described as procedural (such as
mirror-reading [35], mirror-writing [116], and rotary-
pursuit [36]).

Even in 1957, the hippocampus was the focus of
research in the temporal lobe. Since even before the
studies of Ramón y Cajal and of Schaffer in the 1880s
[168], it has been identified as special. So, although the
surgeon’s estimates of excised brain clearly indicated
extensive damage beyond the hippocampus, it was the
hippocampus that Scoville and Milner concentrated on
in their case-study report of H.M. [198]. In the subse-
quent years, declarative memory experiments and mod-
els would concentrate on the role of the hippocampus
[33,103,104,180,211,212,255].

However, recent MRI scans of H.M.’s lesion have
shown that not only is he missing much more of his
temporal lobe than previously thought, but that the
caudal half of his hippocampus is still intact (though its
functionality cannot be determined) [37]. And animal
studies attempting to study recent declarative memory
are inconsistent in their conclusions as to whether the
hippocampus is involved in declarative memory or not

[4,26,27,32,33,45,47,70,113,119,133,135,137,142,147,173,
253,257,258]. Most of these animal studies involve the
delayed-non-match-to-sample or DNMS task [4,26,27,
32,45,70,113,119,133,135,137,253,257,258]. As with the
water maze for spatial cognition, the DNMS task is a
complex task that can be solved in a number of ways.
Depending on specifics of training paradigms as well as
individual differences between animals, animals may
use different systems to solve this task, complicating
any measure of hippocampal involvement.

3.2. The delayed-non-match-to-sample task

So much has been made of this task and its relation
to hippocampus that some space must be taken to
examine it. The DNMS task consists of two stages
separated by a delay: first the animal is presented by
one or two objects (samples), then the delay is imposed,
finally the animal is faced with two objects, one of
which is from the previous stage and the other of which
is new. The animal is rewarded for selecting the new
object. The delay can be imposed in a variety of ways,
a rat may be required to return to a home base and
wait there; a monkey can have a screen lowered be-
tween it and the objects; or the animal can be carried
back to another cage to wait through the delay. I will
argue that both the method by which the delay is
imposed and properties of the samples themselves are
important.

The history of hippocampus and DNMS traces back
to at least the late 1970s, with Mishkin’s work attempt-
ing to replicate the dramatic deficits seen in H.M.
[119,135]. These early studies found that while lesions
of hippocampus or amygdala alone were unable to
produce impairments in DNMS, combined hippocam-
pus and amygdala lesions were devastating [119,
133,135]. These studies, however, used aspiration le-
sions which meant that the cortex ventromedial to the
hippocampus and amygdala suffered collateral damage
[133]. Lesions restricted to these ventromedial areas (the
rhinal cortex, including both entorhinal and perirhinal
areas) had as much effect as the combined hippocam-
pus+amygdala lesions previously seen [113,133,
136,257,258].

This would seem to suggest that the key to the
DNMS task lay in extrahippocampal structures, how-
ever, a variation in the lesion re-energized DNMS as a
hippocampal-dependent task. Patient R.B. had an is-
chemic incident during complications stemming from a
coronary artery bypass operation [256]. Following this
incident, R.B. developed profound anterograde amnesia
much like that of H.M. In particular, R.B. showed
severe deficits in DNMS-like tasks [256]. After his
death, the only damage observable histologically was to
the CA1 field of the hippocampus [180,256]. This lab
has since reported three additional patients with similar
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deficits, all with similar histologically-observable dam-
age [180]. DNMS is also impaired by ischemic lesions
of rats [248] and monkeys [9]. But again, it was shown
that even this ischemic lesion produces extrahippocam-
pal damage, which may not be observable histologically
using standard methods. Mumby et al. [132] showed
that hippocampal ablation (by aspiration and electroly-
sis) protected against the ischemic effect on DNMS,
animals that first received ischemia followed by abla-
tion were severely impaired at DNMS; but animals that
first received ablation and then ischemia were not. This
suggests that somehow the effect of ischemia is to
produce transient hippocampal activity which nega-
tively affects downstream structures [132].

This would seem to have doomed the hypothesis that
the hippocampus played the critical role in DNMS.
However, it had already been known for many years
that both fornix lesions (which partially deafferent the
hippocampus) and hippocampal lesions produce devas-
tating deficits in spontaneous alternation [42,44], which
can be seen as a sort of continuous (spatial) non-match-
to-sample of position. Spontaneous alternation is a task
on a T-maze in which animals are rewarded for enter-
ing the arm not entered on the previous trial, in other
words for alternating goal arms [42]. Unlike the DNMS
tasks used with monkeys and humans, the two samples
in spontaneous alternation are spatial: in order to sam-
ple them, the animal must physically move itself into
one or the other [1,144,150,259].

When tested in a continuous spatial alternation task
(a T-maze with returns, allowing the animal to run in a
Figure-8 pattern), hippocampal pyramidal cells do dif-
ferentiate the two components along the shared compo-
nent of the path [247]. On other alternation tasks (such
as back-and-forth along a linear track, i.e. alternating
directions), cells differentiate the two directions
[67,101,109,174].

On another spatial non-match task, the eight-arm
radial-maze, in which animals are only rewarded for
entering an arm not entered before [155], hippocampal
cells differentiate the arms of the radial maze, as well as
directions (in vs. out) on each arm [109,154]. Impor-
tantly, while hippocampal cells differentiate arms and
directions on all versions of the radial maze, hippocam-
pal lesions only affect spatial, not visually-cued versions
of the radial-maze [10,85]. This raises a key issue in
understanding the hippocampal involvement of DNMS
and other memory tasks: not all cues are represented
equally.

3.3. Not all cues are equal

We have seen this before. If a visible cue is available
at the end of each arm of the radial maze, animals with
hippocampal lesions continue to be able to differentiate
the arms [10,85]. If a visible cue is available above the

platform in the water maze, or if the platform itself is
visible above the water, then animals with hippocampal
lesions can continue to find the platform [49,126]. Dud-
chenko et al. [45] directly compared odor recognition
memory and spatial recognition memory. They found
that hippocampally-lesioned animals were as good as
normals on odor recognition, even when required to
remember 11 odors. In contrast, hippocampal animals
performed at chance when forced to remember spatial
locations.

An analogous debate has raged within the configural
learning literature. Configural learning is the ability to
recognize A+B as different from A and different from
B [191,216]. Computationally, it is often termed the
XOR or parity problem: given two binary inputs and
one binary output, the output value should be equal to
0 if both inputs are 0 or both inputs are 1; and 1 if one
input is 0 and the other is 1. This problem is not
solvable by a linear network [118] but is solvable by a
nonlinear network [77]. Some authors have proposed
that the hippocampus is critical for configural learning
[191,216], but the rest of the brain is certainly not a
linear processor and thus should be able to solve the
XOR problem. Hippocampal-lesioned animals can
solve some configural problems, but not others. When
the two cues are temporally and spatially compact,
neither hippocampal nor fornix lesions impair
configural learning [40,58,236,237]. When the cues are
environmental, hippocampal or fornix lesions produce
configural learning impairments [2,3].

Hippocampal lesions affect recognition-memory
when the choices are contexts that must be physically
entered. As noted above, hippocampal lesions affect
spatial non-match tasks such as spatial alternation
[42,44] and the radial-maze [153]. Similarly, hippocam-
pal lesions affect the radial and water mazes only when
no direct cues are available. Cassaday and Rawlins
[26,27] tested rats in a delayed-match-to-sample (DMS)
task of choices between two goal boxes. Neither
hippocampal nor fornix lesions affected DMS success
except when the animals had to physically enter the
goal. Control experiments showed that the problems
animals had with enterable choices did not have to do
with interference, complexity, or simplicity [26]. Simi-
larly, early studies by Gaffan found that fornix lesions
disrupted this sort of recognition memory in rats [56],
but not in monkeys [57]. However, while the rats were
tested with a T-maze spatial recognition task [56], the
monkeys were tested with a visual choice recognition
task while sitting in front of a screen [57].

3.4. Multiple memory systems

As with the water maze reviewed in the discussion of
space, above, memory tasks can be solved in a number
of ways. Distinctions can be drawn between
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� acti�e memory (in which a representation of the
stimulus is held in neural activity) [55,64,252],

� filtering mechanisms (in which individual neurons
respond differently to novel and to familiar objects
[114,115], probably an implementation of perceptual
priming [240]), and

� content-addressable memories (memory stored in in-
terneuronal connections, presumably through LTP-
like mechanisms) [75,83,110,156,171,184].
Each of these processes have advantages and disad-

vantages. Active memory is sensitive to distractors, but
there is a clear error-detection condition— if the mem-
ory is forgotten, the system can recognize that it has
been forgotten. Filtering mechanisms are not all-or-
none propositions, but they cannot combine cues sepa-
rated across space or time. Finally, content-addressable
memory systems are regenerati�e (the memory is regen-
erated or completed from cues) and thus are not sensi-
tive to distractors, but they are an all-or-none
proposition— if the wrong memory is retrieved, that
fact (that the retrieval failed) can be impossible to
recognize.

These processes involve different anatomical struc-
tures. Active memory mechanisms seem to access fron-
tal cortical areas [55,64,97], or at least interactions
between frontal and other cortical areas [43,114]. Filter-
ing mechanisms seem to occur in sensory systems (such
as inferotemporal cortex [114,115]). Content-address-
able memory systems are usually attributed to the
‘hippocampal formation’ [33,156,184]. The question re-
mains, however, whether these mechanisms are truly
hippocampal or whether they preferentially involve the
nearby cortical structures.

The argument being made here is that when the task
requires a contextual bridge and cues associated across
space and time (i.e. a context), the system requires the
hippocampus [173].

It is important to distinguish this theory from the
purely spatial theory [150] and from purely relational-
memory theories [33,191,216]. The purely-spatial theory
does not recognize the necessity of including context
beyond space, although recent modifications of it do
[145], and the purely relational-memory theories suggest
that all cue-pairings are equivalent. Other authors have
suggested that the hippocampus is critical in bridging
temporal gaps: Rawlins [170] suggested that the
hippocampus forms a high-capacity storage with a slow
decay rate. Wallenstein et al. [230] suggested that the
hippocampus associates discontiguous events. As
pointed out in the commentary on Rawlins’ paper [34],
rats are not impaired on identically timed, but differen-
tially cued tasks (thus implying that not all cues are
equal). Jarrard [84] noted that in situations where the
discontiguity does not include distractors, hippocampal
animals are able to perform many delayed non-match
tasks. Content-addressable memories are less suscepti-

ble to interference than the other memory systems, and
mechanisms by which content-addressable memories
can be protected against interference have been exten-
sively studied [73,74].

As with the spatial aspects, the role of the hippocam-
pus in memory seems to be critically involved in bridg-
ing contextual gaps. There are two keys here: cues that
relate to the overall environment or context and a
discontiguity, whether it be temporal or spatial. Dis-
tractors occurring within the discontiguity will make
the task more likely to be hippocampally susceptible. If
one or the other of these conditions are not met,
another memory system may be able to solve the
problem, even with an impaired or missing
hippocampus.

4. Discussion

In the spatial navigation domain, the hippocampus
re-localizes an animal within a context; in the memory
domain, the hippocampus bridges contextual gaps. The
hippocampal context-reinstantiation theory derived
originally from examining the rodent spatial navigation
system [173], but reaches back to both spatial [150] and
non-spatial theories [56,80,170].

4.1. What’s a context?

One of the big questions left open within the ‘contex-
tual recognition’ theory is the difference between cue
and context. From the effect of hippocampal lesions, it
is clear that the question of context is a complex one.
For example, rats with hippocampal lesions can solve
both simple and complex object-related DNMS tasks
but they cannot differentiate long goal-boxes which
they need to physically enter [26], see above.

Additional indications beyond the lesion data are
available as to what should be considered different
contexts: the multiple-map hypothesis suggests that
when the topology of place fields changes, then we are
observing a context-switch. This happens when animals
change environments [93,223], when animals reverse
direction on repeated paths [101,109], when animals
change task within an environment [101], in response to
components of a task in which goals change
[48,157,247], with changes in salient cues [17], and in
response to incompatible cue manipulations
[89,175,202,204,219].

Some learning deficits cause an instability of place
fields across sessions, but not within a session
[11,127,189,190]. This instability can be seen as an error
in contextual-retrieval. In other words, once the system
has retrieved a context, the topology of fields is gener-
ally stable, but during contextual retrieval the topology
is unstable. Animals that have not successfully associ-
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ated the external and internal cues may recall the wrong
context when forced to bridge a contextual gap
[173,179,196].

An open question, however, is ‘‘What constitutes the
context?’’ The answer may well be that it depends on
the specifics of the task, of the procedure, and perhaps
even of the animal itself. Another important, not yet
answered question is: ‘‘Is there a difference between
rats, monkeys, and humans as to what defines the
context?’’ Monkey hippocampal cells seem to show
spatial �iew fields [60,186,187] in contrast to the place
fields seen in rats ([149] see [173] for review). Whether
this difference corresponds to a difference in perception
of context remains to be seen.

4.2. Slipping out of context

In a recent study, Zola et al. [253] performed a
meta-analysis of their previous studies, including is-
chemic, radio-frequency, and ibotenic-acid lesions.
These monkeys were all tested at 8 and 15 s, and 1, 10,
and 40 min delays. The performance of all three of
these groups show the same pattern of delay-dependent
impairment. In each group, small, non-significant
deficits appear at the shorter delays, with the deficits
reaching significance at the longer delays. By pooling
across the groups, a population could be generated with
18 lesioned animals. These animals showed small but
significant deficits even in the 15 s condition [253].

This theory, then, explains the delay-dependent
deficits seen by Zola et al. [253] as reflecting a loss of
contextual-memory. If we ask how an animal can solve
the DNMS task, we see that both active memory and
content-addressable-memory mechanisms would be
helpful. However, use of the active memory mechanism
requires maintenance of the memory across the delay. If
an animal has both mechanisms available and gets
distracted, the content-addressable-memory mechanism
can reinstantiate the context. The theory suggests that
animals with hippocampal lesions are impaired at that
reinstantiation. In other words, if an animal ‘slips out
of context’, it can not get back. In a sense, the
hippocampal lesion uncovers a delay-dependent deficit.

A good example of this is in one of the original
studies used in the meta-analysis by Zola et al. [4]. In
this study, monkeys were given radio-frequency
hippocampal lesions, and tested at the delays listed
above. The monkeys only showed impairments at 10
and at 40 min delays [4]. However, the monkeys were
returned to their home cages for the 10 and 40 min
delays. In doing so, the experimenters imposed a con-
text-switch, which might have impacted hippocampally-
lesioned animals more than normals [141,173]. When
tested in a continuous DNMS task, monkeys with
hippocampal lesions were as capable as normals even
out to delays of 40 min [137].

Amnestic humans show these same sorts of context-
switch deficits [97,210]. For example, they can hold
normal conversations, but cannot remember facts
across conversations [33,117,197]. In the initial analysis
of their temporal-lobe-lesioned patients (including
H.M. and other patients), Scoville and Milner [198]
noted that these patients could remember a three-figure
number, but they forgot it the instant attention was
diverted. H.M., in particular, could remember a num-
ber for 15 min using constant rehearsal (i.e. active
memory), but as soon as the examiner changed the
subject, he forgot that he had even been given a number
to remember [116].

4.3. Space and memory

One intriguing possibility is that there are two path-
ways by which information can leave the hippocampus:
through the fornix, which carries efferent output from
hippocampus and subiculum to subcortical structures
such as the nucleus accumbens, the anterior thalamus,
the septal bodies, and the mammillary nuclei [245], and
through a separate connection carrying efferent output
from CA1 and subiculum to the deep entorhinal cortex
[31,242], from which it is then redistributed to nearly
the entire neocortical mantle [95,228,243]. If the accum-
bens plays a role in action selection [68,124,163], and
the entorhinal cortex plays a role in memory formation
[28,138,214,218,244], then it is possible that the same
internal information is redistributed in different ways
across the two pathways. Navigation models extending
to anatomical structures beyond hippocampus have
tended to include models of accumbens as the ‘next
stage downstream’ [19,22,53,177], while memory models
have tended to emphasize the entorhinal-hippocampus-
entorhinal loop [4,24,33].

Recently, Clark et al. [32] examined rats with fornix
or hippocampal lesions. They tested the animals on an
unrewarded DNMS task, the visual-paired-comparison
(VPC) task. In this task, the rats were allowed to
explore two identical objects (small glass, plastic, or
ceramic objects placed within a testing environment). A
delay was then imposed and the animals were exposed
to a third copy of the identical object along with a
novel object in the same testing environment. No re-
ward was given, but normal animals naturally explore
the novel object [51]. They found that hippocampal
lesions did not affect exploration of the novel object
after 10 s and 1 min delays, but did after 10 min, 1 h,
or 24 h delays. (Animals were returned to a home cage
for the longer delays, but not for the shorter delays.
Whether this affected the data as was suggested earlier
in relation to the monkey data [4,141,173] is not clear
since the rats were returned to a holding cage during
the shorter delays.) What was interesting in the Clark et
al. [32] data was that fornix lesions did not affect the
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exploration, that is, animals with fornix lesions still
preferred to explore the novel object, even after a 24 h
delay. The fornix lesions, however, were enough to
obliterate spontaneous alternation — animals with
fornix lesions were at chance in spontaneous alterna-
tion [32].

4.4. Conclusion

Ever since the dramatic twin experiments of H.M.’s
surgery and of place cells, the role of the hippocampus
has been a whirlpool of theory, experiment, and debate.
While many open questions still remain, tremendous
progress has been made. The convergence of theory and
experiment at a computational level is remarkable.
Non-spatial hippocampal correlates can be explained.
Place cell recordings are examining detailed quantita-
tive second-order properties of the tuning curves, in-
cluding both spatial [39,112,151,174,208] (to list only a
few) and non-spatial [11,94,247], and these properties
are being modeled at a quantitative level [16,172,
196,205]. Detailed explanations of hippocampal roles in
both spatial and non-spatial tasks are available
[72,173,196,225]. The theories themselves have con-
verged on a basic hippocampal functionality in which
hippocampal cellular activity follows from an interac-
tion of external cue representations, internal dead-reck-
oning (path-integration) representations, and
contextual representations, all processed through an
intrinsic autoassociator system within the hippocampus
[76,108,171,173,177,185].

Most memory researchers accept the hypothesis that
there are multiple memory systems in the brain
[33,35,120,140,211]. Similarly, most navigation re-
searchers accept the hypothesis that there are multiple
navigation systems in the brain [150,173]. Interestingly,
the division made in memory (into declarati�e and
procedural systems) [33,35,120,211] parallels very
closely the division made in navigation (into locale and
taxon systems) [150,173,226]. In memory, declarative
strategies are learned quickly, allow extensive flexibility,
and involve the hippocampus [33,104,120], while proce-
dural strategies are learned slowly, are inflexible, and
involve the basal ganglia [91,120,192]. In navigation,
locale navigation is learned quickly, allows extensive
flexibility, and involves the hippocampus [126,150,173],
while taxon navigation is learned slowly, is inflexible,
and involves the caudate nucleus (part of the basal
ganglia) [105,160,173].

There are, of course, still lots of open questions. The
role of the hippocampus in retrograde amnesia is still
under debate [131,143,180] (see Appendix A). As are
the specifics of the hippocampal place field parameters
(such as the causes for directionality [21,101,
174,200,225] and phase precession [16,151,188,208,227])
and the role of the hippocampus in non-spatial tasks

(such as contextual conditioning [52,63,65,66,82]). The
twin experiments of H.M.’s surgery and place cells
drove two major theories that have driven experiments
too numerous to cite here. These experiments have
engendered new theories. These theories will engender
new experiments, which will, I’m sure, force a re-analy-
sis of those theories in turn.
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Appendix A. Memory Replay and Consolidation

Many readers may be wondering at this point how
the reinstantiation role assigned to the hippocampus
relates to the memory consolidation hypothesis
[33,104,182,198,211]. It is, in fact, agnostic as to
whether the hippocampus plays a role in consolidation.

The key to consolidation is the idea that memories
remain fragile for a limited time after formation but
then become less fragile with time [33,104,
106,182,198,211]. The key experiment is evidence that
manipulations affect more recent memories more than
older memories (i.e. they produce graded retrograde
amnesia) [33,182,211]. Because H.M. showed what ap-
peared to be graded retrograde amnesia [117,197], and
because H.M. was thought to have a hippocampal
lesion ([198], but see [37]), it was thought that
hippocampal lesions produced graded retrograde amne-
sia [33,143,180,211]. The general hypothesis has been
that hippocampus stores memories quickly and then
replays them for permanent storage in cortex
[24,103,104,215].

A.1. Hippocampal representational replay

There is now strong evidence that hippocampal rep-
resentations active during awake states are replayed
during subsequent sleep states [94,139,161,206,241].
This has been taken as evidence for a hippocampal role
in consolidation. However, one needs to be cautious
about the implications of this data. A replay of recent
memories in hippocampus would certainly be useful for
training downstream structures [24,102,215], but, as yet,
there is no direct evidence that replay of hippocampal
representations have any influence on neocortical
representations.

There is indirect evidence that this replay of
hippocampal representations may influence deep en-
torhinal activity. The hippocampus shows two differen-
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tiable states during which the intrahippocampal EEG
shows very different characteristics [24,150,229]. One
state, called theta, shows a profound 7–10 Hz rhythm
[150,229] with a higher 40 Hz rhythm (called gamma)
riding above it [18] and occurs during movement and
other attentive behaviors [229]. During theta, cellular
activity tends to be smooth; a relatively constant pro-
portion of hippocampal pyramidal cells fire spikes, with
each cell firing on the order of a second or two
[94,150,169]. The other state, called LIA (large-ampli-
tude irregular activity) shows a noisier EEG punctuated
by occasional 100 ms sharp-wa�es with a 200 Hz
rhythm riding on them [25,150,229,249]. Cellular activ-
ity in LIA is usually quiet, with strong bursts of activity
during the sharp-waves [25,94,150,169]. Place fields are
only seen during theta states; during LIA states, cells
fire during sharp-waves, independent of the location of
the animal [94,150]. The theories that predicted replay
of hippocampal states during sleep suggest that infor-
mation is written into hippocampus during theta and
read out during LIA [24,102,215]. While superficial
entorhinal cortex (input to hippocampus) shows cellular
activity correlated to theta [29,31], deep entorhinal cor-
tex (output from hippocampus) shows cellular activity
related to LIA and sharp-waves [30,31].

There is also some evidence for replay of representa-
tions during REM sleep as well [96,161,164]. Intrigu-
ingly, replay of familiar and novel memories occur at
different phases of the theta rhythm: novel memories
are replayed at the peak of REM-theta, while familiar
memories are replayed at the trough [164]. As pointed
out by Poe et al. [164], when taken with data showing
that LTP is stronger at the peak than at the trough of
theta [81], this may be a mechanism for strengthening
new memories and erasing old ones in hippocampus.

A.2. Implications

However, again, one must be cautious with this
interpretation. The hippocampus is now known to be
required for certain types of very long-term memories
[92,131,143]. As noted in [173] and by Sutherland and
McNaughton in [215], there are two time-courses for
consolidation that draw from very different literatures:
short-term consolidation and long-term consolidation.
Evidence for short-term consolidation (on the order of
seconds to hours to days) consists of data showing that
manipulations such as electroconvulsive shock [106]
and NMDA-blockers [209] given shortly after the expe-
rience can impair memory storage. These manipulations
probably disrupt LTP or other cellular mechanisms.
Evidence for long-term consolidation (on the order of
weeks to months to years) consists of data showing that
after lesions, older memories are better remembered
than recent memories [143,182,211,222].

Much of the early lesion data suggestive of a role of
hippocampus in long-term consolidation included dam-
age to nearby cortical structures [134,180,198,254]. If
we ask what computational and anatomical aspects a
putative temporary storage buffer requires, we find that
it must be able to store memories quickly and replay
them and that it must be connected to many other
structures. Although LTP is well-known within the
hippocampus [15,20,99,107], it exists in the cortex as
well [12,13,183]. Though no study has examined replay
in entorhinal cortex, one study has examined replay in
parietal cortex and found it present there [165]. The
extrinsic connections of hippocampus are, in fact, ex-
tremely limited [6,242], while the nearby ex-
trahippocampal structures are much more extensively
connected with the rest of the brain [23,217,228,243].

It is also not necessarily true that the information is
stored similarly in hippocampus and in the downstream
structures replayed into. For example, the information
represented in the hippocampal pyramidal cells during
theta really seems to be the position of the animal
within a context (see above). However, the information
replayed during LIA states appears to be the recently
traveled routes [139,178,206]. One possibility is that
what is stored in the cortical memory is a habit-based
route memory [178]. Intriguingly, this may be the nor-
mal transfer of memory from quickly-learned to slowly-
learned mechanisms. My favorite example of this is
driving to a new job—at first, one must pay attention
to which turns to make and which streets to take, but
after sufficient experience, the journey begins to become
automatic, until, eventually, if you are not careful, you
will end up at work even if you intended to go some-
where else.

All we really know at this point is that hippocampal
representations are replayed during sleep states. We do
not actually know that those representations influence
subsequent cortical representations. We do know, how-
ever, that hippocampal replay seems to be unrelated to
learning: old animals (who tend to have deficient LTP)
have (as best as can be determined) normal representa-
tional replay [61,62]; animals injected with a dose of
CPP sufficient to block LTP have normal representa-
tional replay [50].

A.3. Reinstantiation and replay— the dual-role
hippocampus?

As mentioned above, the reinstantiation theory is
agnostic as to the role of the replay of hippocampal
representations. It can afford to be so because reinstan-
tiation (recall) is computationally compatible with re-
play [173,178]. Theories of the computational function
of hippocampus suggest that it has winner-take-all
properties within an attractor network [111,173,196]:
excitatory connections between pyramidal cells with
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overlapping place fields [241] and inhibitory feedback
connections within the CA3 system force it to represent
a single location [173,196]. We call this a coherent
representation [175].

The two roles can be implemented by a single attrac-
tor network with different boundary conditions
[173,178]. If there are externally supplied inputs, then
the network will find the coherent internal representa-
tion that is most consistent with those inputs
[173,178,196,225]. But if there are no externally sup-
plied inputs, then the network will still find a coherent
representation of some random location. Slight varia-
tions in the internal connections or in the cells them-
selves will increase the likelihood of returning to a
previously experienced representation [178,205]. Se-
quences can be stored within this network by weak
asymmetries in the connection strengths [7,173,178].
With external input, the asymmetries will not be strong
enough to affect the recall mechanism [173,178]. Pre-
sumably, during awake states, representations of exter-
nal cues reach the hippocampus, but during sleep states
they do not.

In other words, the contextual-reinstantiation theory
is agnostic as to the presence of hippocampal replay
because it is completely compatible with it. The mecha-
nisms that would enable hippocampal replay do not
interfere with the mechanisms that enable contextual
reinstantiation.
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